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What is visual-textual grounding?

A collection of tasks requiring connection between visual and textual content.

Alt-text Generation Human-Robot Interaction Web Video Parsing

Chrome’s new Al feature solves
one of the web’s eternal problems

To help blind and low-vision users, Google is using machine
learning to generate descriptions for millions of images.
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Why study visual-textual grounding?

Cross-modal reasoning is easy for humans, hard for computers

[Zhu et al. 2016;
Photo by Nathan Rupert]




Why study visual-textual grounding?

Cross-modal reasoning is easy for humans, hard for computers

Where
does this
scene take
place?

Why is there
foam?

What is
the dog
doing? What is the dog

standing on?

Which paw is lifted?

[Zhu et al. 2016;
Photo by Nathan Rupert]




Why study visual-textual grounding?

Cross-modal reasoning is important beyond Al

Cognitive psychology work

since at least the 1970s. Symbol Grounding Problem

[Miller and Johnson-Laird 1976] [Harnad 1990]

LANGUAGE and
PERCEPTION

A {;

"How are those symbols
(e.g., the words in our heads)
connected to the things they refer to?"
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Noisy web data is unreasonably effective

Unimodal Tasks Image+Text Tasks Video+Text Tasks
NET 2
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"1GLUE Flickr1K M YouCook?
[Deng et al. 2009; [Goyal et al. 2017; Suhr et al. 2018; [Zhukov et al. 2019;
Wang et al. 2019] Hudson and Manning, 2019; Zhou et al. 2018]

Young et al. 2014]



Why study multimodal web data?

Noisy web data is unreasonably effective

Unimodal Tasks Image+Text Tasks Video+Text Tasks
b 2

IMAGENE NLVR QA Crosstasku
[Deng et al. 2009; [Goyal et al. 2017; Suhr et al. 2018; [Zhukov et al. 2019;
Wang et al. 2019] Hudson and Manning, 2019; Zhou et al. 2018]

Young et al. 2014]
3.5B Tagged Instagram Images 3M Webly Supervised 100M Web Video

34B Web Tokens Image-Caption Pairs Clips + ASR

| O.] Crawl Conceptual Captions B Fgam';,@m =

.

[Mahajan et al. 2018; Raffel et al. 2019] [Sharma et al. 2018] [Miech et al. 2019]
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Why study multimodal web data?

Important for understanding web communication
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communication
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etc.
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My Research Goals:

build better
grounding algorithms

understand web
communication

requires

design
more effective
unsupervised
training
objectives
for web data



Natural Language Processing

NAACL 2018]
o

@
[EMNLP 2019]

@ g
[CoNLL 2019] [NAACL 2019]

[WWW 2017]
@

[ICWSM 2016]

Computer Vision Computational Social
Science
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The Promisc and the PERILS

We can do cool things with multimodal webdata,
but web texts are not literal image descriptions

(even though most algorithms treat them that way)




The Promisc and the PERILS
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The Promise

Training Time:
Document-level

Co-occurrence

Testing Time:
Image/Sentence
Link Prediction

Great day at
the park!

Played
[risbee wilh
the dog.

Wan our
ultimate
game!

_______________

Learning from multi-sentence,
multi-image web documents

[EMNLP 2019: Hessel, Lee, Mimno]

-..knob of ginger and cut
off a little bit and then
Just zestit..,

Input:

Input: | pest quality olive o
Ican find...

Target: Heat some olive oil in a sauce pan

... that's perfection in
my book right there,
that's...

Input:

Target: Put the dish on a plate and serve

Learning from unlabelled
web videos + ASR

[CoNLL 2019: Hessel, Pang, Zhu, Soricut;
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Multi-image, Multi-sentence documents?

Image captioning case: Qur case:
one image, one sentence multiple images, multiple sentences
explicit link by annotation no explicit links




The Task: Unsupervised Link Prediction

Training Time:
Document-level

Testing Time:
Image/Sentence
Link Prediction

Co-occurrence

Great day at
the park!

Played
frisbee with
the dog.

Won our
ultimate
game!




What's hard about this link prediction task?

No explicit [abels!

Sentences may have no image
Images may have no sentence
Sentences may have multiple images
Images may have multiple sentences




Multi-image/multi-sentence pretraining framework:

Web pages, product listings, books
(current and historical), web comments
on images, news articles...



The Task: Unsupervised Link Prediction

Training Time:
Document-level
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Why you might care about same document retrieval:
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Why you might care about same document retrieval:

BS Microsoft

— ‘

WIKIPEDIA
The Free Encyclopedia




Stats for Web Datasets

train/val/test n;/m;  #imgs density

(median) (unique)

DIY TK/IK/AK  15/16 154K
RQA TJK/K/IK ~ 6/8 88K
WIKI 14K/1K/1IK  86/5 92K

8%
17%
N/A

# sentences/doc T T # images/doc
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Training: Max Margin loss with Negative Sampling
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Quantitative Results

we have labels that are only used at test-time for evaluation for these datasets

(Higher = better) RQA

DIY
AUC p@1/p@5 Auc p@l/p@5
Random 494 17.8/16.7 49.8 6.3/6.8

Obj Detect  58.7 25.1/21.5
NoStruct 60.5 33.8/27.0

53.4 17.9/11.8
57.0 13.3/11.8

Ours 69.3 47.3/37.3

61.8 22.5/17.2



WIKI Prediction on 100-sentence Mauritius Article

Europeans around
1600 on Mauritius,
the dodo became

This archipelago was
formed in a series of
undersea volcanic

The island is well
known for its natural

eruptions 8-10 million beauty. extinct less than
years ago... (92.1) eighty years later.
(93.9) (84.5)

Mauritian Créole,
which is spoken by
90 per cent of the
population, is
considered to be the
native tongue...
(68.3)

... a significant
migrant population of
Bhumihar Brahmins
in Mauritius who
have made a mark for
themselves in
different fields.
(79.8)

For the dodo, the an object detection baseline's selected sentence began with:
“(Mauritian Creole people usually known as ‘Creoles’)”
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“(Mauritian Creole people usually known as ‘Creoles’)”
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Noisy ASR for Video Captioning

h | Breakiast Special | cipe Book By Tarika Singh
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it well soas to fry the bacon  then drain on paper towel Add a bit of Worcestershire e gt javer. place the the top.
sauce to mayonnaise and
spread it over the bread

tomatoes over it

[Zhou et al. 2018]



Noisy ASR for Video Captioning

Our hypothesis: this will help

Cook the
= tomatoes
in the pan




Noisy ASR for Video Captioning

BLEU-4 METEOR ROUGE-L CIDEr

Prev. SoTA (video only) 4 3] 11.91 2947 0.53
Noisy ASR (text only) 8.55 16.93 35.54 1.06

Video+ASR (multimodal) 9 (1] 17.77 36.65 1.12
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The Promisc and the PERILS



Many datasets/algorithms focus only on literal
objects/actions...

Common Objects in Context

[Lin et al 2014]

The man at bat readies to swing at the
pitch while the umpire looks on.

"Do not describe what a person might say."
--- MSCOCO caption annotation guideline for mechanical turkers



Image-text relationships on the web

Q: "How does an illustration relate to the text with which it is associated, or, what
are the functions of illustration?"

[Marsh and Domas White, 2003]
D



Image-text relationships on the web

Q: "How does an illustration relate to the text with which it is associated, or, what
are the functions of illustration?"

A Functions expressing little B Functions expressing close C Functions that go beyond the

relation to the text

relation to the text

text

A1l Decorate

A1.1 Change pace

A1.2 Match style
A2 Elicit emotion

A21 Alienate

A2.2 Express poetically
A3 Control

A3.1 Engage

A3.2 Motivate

Bl Reiterate
B1.1 Concretize
B1.1.1 Sample
B1.1.1.1 Author/Source
B1.2 Humanize
B1.3 Common referent
B1.4 Describe
BL15 Graph
B1.6 Exemplify
B1.7 Translate
B2 Organize
B2.1 Isolate
B2.2 Contain
B2.3 Locate
B2.4 Induce perspective
B3 Relate
B3.1 Compare
B3.2 Contrast
B3.3 Parallel
B4 Condense
B4.1 Concentrate
B4.2 Compact
B5 Explain
B5.1 Define
B5.2 Complement

CI Interpret
C1.1 Emphasize
C1.2 Document
C2 Develop
C2.1 Compare
C2.2 Contrast
C3 Transform
C3.1 Alternate progress
(C3.2 Model
(3.2.1 Model cognitive process
(C3.2.2 Model physical process
(3.3 Inspire

Table II.
Taxonomy of functions
of images to the text

A: It depends!

[Marsh and Domas White, 2003]
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.""... beautiful ...

What concepts are Does my model learn
"groundable"? cross-modal interactions?

[NAACL 2018, Hessel, Mimno, Lee] [In Sub to EMNLP 2020: Hessel, Lee;
WWW 2017, Hessel, Lee, Mimno]



.""... beautiful ...

What concepts are
"groundable"?

[NAACL 2018, Hessel, Mimno, Lee]

Does my model learn
cross-modal interactions?

[In Sub to EMNLP 2020: Hessel, Lee;
WWW 2017, Hessel, Lee, Mimno]



"Performance advantages of
[multi-modal approaches] over
language-only models have been clearly

established when models are required to
learn concrete noun concepts.”

[Hill and Korhonen 2014]



_ The catis in the grass.

This cat is enjoying the sun.

Thisis a baby.

The sunset is
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Beautiful Cat

Conv Net




Connection to Geospatial Statistics

Local Indicators of Spatial Association—LISA

The capabilities for visualization, rapid data retrieval, and manipulation i

graphic information systems (GIS) have created the need for new techniq
api:mtory data anﬁ%ﬁs that focus on the “spatial” aspects of the dat:

idontifirntinn of lnral nattorne of enntial neenrintion ie an imnnriant ronn

[Anselin 1995]

Il more than 100% above expected
[ 50-100% above expected

[_] 15-49% above expected

[C_] within 15% of expected
[_]15-50% below expected

[ more than 50% below expected

20 40 60 Miles A

[Jacquez and Greiling 2003]



COCO Results

The man at bat readies to swing at the
pitch while the umpire looks on.



COCO Results
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More concrete = easier to learn
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Bad news: success of retrieval objective largely determined by original feature geometry



Context matters!

"London"
Top 1% Concrete
as a caption descriptor in
MSCOCO.

"#London"
Rank 1110/7K Concreteness
as a hashtag in a Flickr image
tagging dataset.
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More concrete = easier to learn

& .28
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Bad news: success of retrieval objective largely determined by original feature geometry

Open question: what are the limits of retrieval-style algorithms at scale?



Experiments on Wikipedia with LDA topics:

Most Concrete Least Concrete

170.2 hockey/ australia  1.95
148.9 tennis mexico 1.81
86.3 nintendo police 1.73
81.9 guns law 1.71
80.9 baseball male names 1.65
76.7 wrestling1 community 1.58
71.4 wrestling2 history 1.52
70.4 software time 1.47
60.9 auto racing months 1.43
58.8 currency linquistics 1.29




Use Case of Our Algorithm from Shi et al. 2019
(ACL Best Paper Nom.)

Idea: unsupervised constituency parsing
based on the concreteness of spans in image captions

A cat is on the ground.

Model NP VP PP ADJP Avg. F;  Self F,

Random 473 +0.3 10.5 +0.4 17.3 +0.7 335 +0.8 27.1 +0.2 324

Left 514 1.8 0.2 16.0 23.3 N/A

Right 322 234 18.7 144 22.9 N/A

A cat stands under an umbrella. VG-NSL (ours)t 196554 262454 420456 22044 DAz 8L
VG-NSL+HI (ours)f 746405 325415 665115 217197 533402 90.2

VG-NSL+HI+FastText (()I.II‘S)*1 78.8 105 244 109 65.641.1 22007 S44.04 89.8

_> Hessel et al. (2018)+HI 725 344 65.8 26.2 52.9 N/A

A dog sits under an umbrella.
;_____J

(many more baselines in their paper)
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Image-text relationships on the web

Q: "How does an illustration relate to the text with which it is associated, or, what
are the functions of illustration?"

A Functions expressing little B Functions expressing close C Functions that go beyond the

relation to the text

relation to the text

text

A1l Decorate

A1.1 Change pace

A1.2 Match style
A2 Elicit emotion

A21 Alienate

A2.2 Express poetically
A3 Control

A3.1 Engage

A3.2 Motivate

Bl Reiterate
B1.1 Concretize
B1.1.1 Sample
B1.1.1.1 Author/Source
B1.2 Humanize
B1.3 Common referent
B1.4 Describe
BL15 Graph
B1.6 Exemplify
B1.7 Translate
B2 Organize
B2.1 Isolate
B2.2 Contain
B2.3 Locate
B2.4 Induce perspective
B3 Relate
B3.1 Compare
B3.2 Contrast
B3.3 Parallel
B4 Condense
B4.1 Concentrate
B4.2 Compact
B5 Explain
B5.1 Define
B5.2 Complement

CI Interpret
C1.1 Emphasize
C1.2 Document
C2 Develop
C2.1 Compare
C2.2 Contrast
C3 Transform
C3.1 Alternate progress
(C3.2 Model
(3.2.1 Model cognitive process
(C3.2.2 Model physical process
(3.3 Inspire

Table II.
Taxonomy of functions
of images to the text

A: It depends!

[Marsh and Domas White, 2003]



Increasing number of multimodal, in-vivo studies

Proposing work Task (structure) Abbv.  # image-+text
Kruk et al. (2019) Instagram

L intent (7-way clf) I-[INT 1299

L, semiotic (7-way clf) I-SEM 1299

L, contextual (7-way clf) I-CTX 1299
Vempala and Preotiuc-Pietro (2019) Twitter visual-ness (4-way clf) T-VIS 4471
Hessel et al. (2017) Reddit popularity (Pairwise-ranking) R-POP 88K
Borth et al. (2013) Twitter sentiment (binary clf) T-ST1 603

Niu et al. (2016) Twitter sentiment (binary clf) T-ST2 4511
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# Users  #/% Imgur Cap Len

pumpkin. | also doused aww 010K 954K/81% 9.13  'You have to go to the
it in lighter fluid and lit it cats 109K 100K/73% 897  border forfood Fish
on fire." - /rlpics MakeupAddiction (MA) 77K 58K/57% 13.67 Tacos [San Diego]" -

: FoodPorn (FP) 74K 50K/77% 9.39 /rlFoodPorn

RedditLaqueristas (RL) 27K 39K/73% 11.12

Our task:
popularity ranking

"Snacks!" - /rlaww "Glamor Leaves" -
/r/RedditLaquersitas



The grass is always

greener

This is why you get
two cats




The grass is always This is why you get
two cats




The grass is always This is why you get
two cats

aww pics cats MA FP RL

Humans 60.0 63.6 59.6 622 727 67.2




The
gJgrass
1S
alwavys
greener




Visual-textual interactions: "meaning multiplication”

The idea is that, under the right conditions, the value of a
combination of different modes of meaning can be worth
more than the information (whatever that might be) that we
get from the modes when used alone.

In other words, text "multiplied by" images is more than
text simply occurring with or alongside images.

--- Bateman, 2014
describing "Meaning Multiplication"
[Barthes 1988; Jones 1979]



Prediction Results

Best unimodal aww pics cats MA FP RL Multimodal

: »  ResNet50 648 600 62.6 649 652 64.2 beatsunimodal!
(image only)  Text + Image 67.1 627 659 677 658 664 =
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[Ding et al. 2019's instagram results]




Lowest
Scores

Highest
Scores




Lowest
Scores

Highest
Scores







What is visual-textual grounding?

A collection of tasks requiring connection between visual and textual content.

In other words, text "multiplied by" images is more than
text simply occurring with or alongside images.

--- Bateman, 2014
describing "Meaning Multiplication"
[Barthes 1988; Jones 1979]



It can be difficult to tell what models learn...
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[LXMERT: Tan and Bansal, 2019]




Can we formalize this a bit?

Multimodally additive model Multimodally interactive model

The

alvlq:qgs ‘ '
greener

v v
f(ta U) = fint(ta ?))

[Friedman 2001; Friedman et al. 2008; Hooker 2004]



Simplifying models with function projection

LXMERT _ - - —~
@ @ Kemelswm '~ " Multimodally-additive models
Neural Net ) //
// (O Linear model
/ () Ensemble of visual+textual
/
/
/

|



Simplifying models with function projection

— — — —
—
— \\

LXMERT _ - - =~
OL @ Kemelsvm '~ Multimodally-additive models
Neural Net \/ 7
(
. / .

Empirical /0 @ Linear model
MUH,”,nOda”y /® @ Ensemble of visual+textual
Additive /
Projection /

(We prove: uniqueness + optimality)/




Proposing work Task (structure) Abbv.  # image-+text
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[-[INT I-SEM I[-CTX T-VIS R-POP T-ST1 T-ST2

Metric AUC AUC AUC  Weighted F1 ACC AUC ACC
Setup 5-fold 5-fold 5-fold 10-fold 15-fold 5-fold 5-fold
Prev. SoTA 85.3 69.1 78.8 44 67 N/A 705
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Linear Model (A) 90.4 72.8 80.9 51.3 63.7 75.6 76.1
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[-[INT I-SEM I[-CTX T-VIS R-POP T-ST1 T-ST2

Metric AUC AUC AUC Weighted F1 ACC AUC ACC
Setup 5-fold 5-fold 5-fold 10-fold 15-fold 5-fold 5-fold
Prev. SoTA 85.3 69.1 78.8 44 62.7 N/A 70.5
Linear Model (A) 90.4 72.8 80.9 51.3 63.7 75.6 76.1
Our Best Interactive (I) 91.3 74.4 81.5 534 64.2%* 75.5 80.9

L + EMAP (A) 91.1 74.2 81.3 51.0 64.1* 75.9 80.7




Well-balanced VQA datasets don't have this property

LXMERT +EMAP Const.

VQA2 70.3 40.5 23.4
GQA 60.3 41.0 18.1

Accuracy results on dev set for LXMERT,
projected LXMERT, and constant prediction



Takeaway:
report the multimodally-additive projection performance!

Multimodally additive model Multimodally interactive model
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The Promisc and the PERILS



The Promisc and the PERILS

We can do cool things with multimodal webdata,
but web texts are not literal image descriptions

(even though most algorithms treat them that way)




My Research Goals:

build better
grounding algorithms

requires requires

understand web
communication



Thanks to my awesome collaborators!

Radu Soricut

David Mimno

Zhenhai Zhu




And thanks to you!!

The Promisc and the PERILS

Training Time:
Document-level

Testing Time:
Image/Sentence
Link Prediction

Co-occurrence

the park!

Played
Irisbes wilh
the dog.

Wan our
ultimate
game!

The grass is always This is why you get
greener two cats

|
|
|
|
|
|
|
Great cay at :
|
|
|
|
|
|
|

_______________

Contact:
jmhessel@gmail.com
@jmhessel on Twitter

Code, data, and papers are all available:
http://www.cs.cornell.edu/~jhessel/




Work on identifying hard/easy-to-ground concepts:

[Lu et al., 2008; Berg et al., 2010; Parikh and Grauman, 2011; Yatskar et al. 2013; Young et al.,
2014; Kiela and Bottou, 2014; Jas and Parikh, 2015; Lazaridou et al., 2015; Silberer et al., 2016; Lu
et al., 2017; Bhaskar et al., 2017; Mahajan et al., 2018; inter alia]

QOur contributions:

- Fast algorithm for computing concreteness
- Extension from unigrams/bigrams to LDA topics
- Demonstration that concreteness is context specific



The empirical projection

Algorithm 1 Multimodally-Additive Projection

Input: a trained model f that outputs logits; a set of
text/visual pairs {(t:,vi)}ieq

' . Output: the predictions of f, the empirical £ projection
Compute output for all image/text pairs, of f onto the set of multimodally-additive functions, on the
even mismatched ones not appearing input points.

in the data. feache = {}, preds = {}
fori,j € {1,2,...,N} x{1,2,..., N} do
fcache(iyj) — f(t'HvJ)
end for
m = mean(feache)
. N fori € {1,2,...,N} do
Return predictions w!th only ac?ldltlve proj = = Z;\f:l feache(i, 7)
structure that are minimally distant . 1 ZN f (G, 1)
(according to squared error) from \ PrOJv = N 2uj=1 Jeachel],
original predictions. predsli] = proji + projy —m
end for
return preds

(We prove: uniqueness + optimality)



